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Origin

The study of primes in short intervals can be traced back to the late 18th
century when the young prodigy Gauss examined tables of primes in search
of patterns.

In 1792, at the age of 15, he made a guess that despite its fluctuations,
roughly one in every log x integers is prime at around x , as observed from
counting primes in intervals of length 1000 (chiliads). However, this
prediction took more than a century to justify, which is now known as the
Prime Number Theorem.

In his famous letter to Encke, Gauss counted primes in intervals of length
100 from 1 million to 3 million, and also compared π(n + H)− π(n) and
Li(n + H)− Li(n) with H = 105.
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Mean and variance

Applying the prime number theorem, the mean of ψ(n + H)− ψ(n) for
n ∈ [1,N] is

1

N

∑
n⩽N

(ψ(n + H)− ψ(n)) ∼ H,

provided that H = o(N) as N → ∞.

In 1973, Goldston and Montgomery showed that the variance of
ψ(n + H)− ψ(n) for n ∈ [1,N] is ∼ H log N

H in the range of
H ∈

[
Nϵ,N1−ϵ

]
under the Riemann hypothesis (RH) and the strong pair

correlation conjecture.
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Higher moments and normality

In 2004, by computing higher moments under a uniform Hardy–Littlewood
prime k-tuple conjecture, Montgomery and Soundararajan showed that the
distribution of ψ(n + H)− ψ(n) for n ∈ [1,N] is approximately normal
with mean ∼ H and variance ∼ H log N

H , provided that H
logN → ∞ and

logH
logN → 0 as N → ∞.

They further conjectured that in the range of H ∈
[
(logN)1+δ,N1−δ

]
, the

distribution remains to be normal.
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Rubinstein–Sarnak approach

In this paper, we revisit the “Fourier side”. However, rather than relying
on the analytic nature of the pair correlation conjecture, we adapt the
method of Rubinstein and Sarnak and assume the linear independence over
Q of the positive ordinates of nontrivial zeros (LI), which is an algebraic
assumption.

Given a large X and x ∈ [2,X ]. As we will see, for h = h(x) = δx , where
δ > 0 is small but independent of X , which is beyond the conjectural
range of Montgomery and Soundararajan above, the distribution of
ψ(x + h)− ψ(x) for x ∈ [2,X ] (in logarithmic scale) remains to be
Gaussian under RH and LI.
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Primes in two neighbouring intervals

Furthermore, one may ask: What is the joint distribution of the weighted
prime counts in two neighbouring intervals? Are they independent? If not,
how are they correlated?

In fact, we show that assuming RH and LI, the weighted count
(ψ(x)− ψ(x − h), ψ(x + h)− ψ(x)) for x ∈ [2,X ] (in logarithmic scale) is
approximately bivariate Gaussian with a weak negative correlation.

More generally, we show that the weighted count of primes in multiple
disjoint short intervals has a multivariate Gaussian (logarithmic) limiting
distribution with a weak negative correlation under RH and LI.
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In the case of two neighbouring intervals, we have:

Corollary

Assume RH and LI. Given a Borel subset B ⊆ R2, define

SX ,δ;B :=

x ∈ [2,X ] :
(ψ(x)− ψ(x − δx)− δx , ψ(x + δx)− ψ(x)− δx)√(

δ log 1
δ + (1− γ − log 2π)δ

)
x

∈ B

 .

Then as δ → 0+, we have

lim
X→∞

1

logX

∫
SX ,δ;B

dx

x
=

1

2π
√
det C

∫
B
exp

(
−1

2
⟨C−1x , x⟩

)
dx + O

(
1

log2 1
δ

)

with the covariance matrix

C =

 1 − log 2
log 1

δ

− log 2
log 1

δ

1

 .

Sun-Kai Leung (UdeM) Primes in multiple short intervals 18 June 2024 11 / 24



In the case of two neighbouring intervals, we have:

Corollary

Assume RH and LI. Given a Borel subset B ⊆ R2, define

SX ,δ;B :=

x ∈ [2,X ] :
(ψ(x)− ψ(x − δx)− δx , ψ(x + δx)− ψ(x)− δx)√(

δ log 1
δ + (1− γ − log 2π)δ

)
x

∈ B

 .

Then as δ → 0+, we have

lim
X→∞

1

logX

∫
SX ,δ;B

dx

x
=

1

2π
√
det C

∫
B
exp

(
−1

2
⟨C−1x , x⟩

)
dx + O

(
1

log2 1
δ

)

with the covariance matrix

C =

 1 − log 2
log 1

δ

− log 2
log 1

δ

1

 .

Sun-Kai Leung (UdeM) Primes in multiple short intervals 18 June 2024 11 / 24



Section 2

Preliminaries

Sun-Kai Leung (UdeM) Primes in multiple short intervals 18 June 2024 12 / 24



Normalized deviation

Given an integer r ⩾ 1, real numbers x ⩾ 2, δ > 0 and a vector t ∈ Rr , we
denote by E (x ; δ, t) the r -tuple (E (x ; δ, t1), . . . ,E (x ; δ, tr )), where

E (x ; δ, t) :=
1√
x

[
ψ

(
(1 + tδ)x +

1

2
δx

)
− ψ

(
(1 + tδ)x − 1

2
δx

)
− δx

]
,

i.e. the normalized deviation of the weighted prime count in the short
interval of length δx centred at (1 + tδ)x .

To simplify our discussion, we always assume that

T := maxj=1,...,r |tj | ⩽ δ−
1
10 , i.e. the intervals are not too spread out;

|tj − tk | ⩾ 1 whenever j ̸= k , i.e. the intervals are disjoint.
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Logarithmic limiting distribution

Let Y (x) be a Rr -valued function. We say that Y (x) has a logarithmic
limiting distribution µ on Rr if

Elog
x [f (Y (x))] := lim

X→∞

1

logX

∫ X

2
f (Y (x))

dx

x

=

∫
Rr

f (y)dµ(y)

for all bounded continuous functions f on Rr , i.e. (logarithmic) time
average equals space average.

If such a measure µ exists, then given a Borel subset B ⊆ Rr , we shall
represent µ(B) by

Plog
x (Y (x) ∈ B) := Elog

x [1B (Y (x))] ,

where 1B(x) is the indicator function of the Borel subset B.
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Given a non-trivial zero ρ = 1
2 + iγ, we define

w(ρ) = w(ρ; δ, t) :=
1

s

[(
1 +

(
t +

1

2

)
δ

)ρ

−
(
1 +

(
t − 1

2

)
δ

)ρ]
.

Proposition

Let r ⩾ 1, δ > 0 and t ∈ Rr be fixed. Assume RH and LI. Then E (x ; δ, t) has a
logarithmic limiting distribution µδ,t on Rr corresponding to the Rr -valued random
vector X δ,t = (Xδ,t1 , . . . ,Xδ,tr ), where

Xδ,t := Re

2
∑
γ>0

w(ρ)Uγ


with {Uγ}γ>0 being a sequence of independent random variables uniformly
distributed on the unit circle T. Moreover, the covariance matrix of X δ,t is real
symmetric with the (j , k)-entry being

Covjk = Covjk(δ, t) :=
∑
γ

wj(ρ)wk(ρ).
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Covariance
Recall that

Covjk = Covjk(δ, t) :=
∑
γ

wj(ρ)wk(ρ).

Proposition

Assume RH and LI. Then as δ → 0+, we have

Covjk =

δ log
1
δ + (1− γ − log 2π)δ + O

((
T δ log 1

δ

)2)
if j = k ,

−∆(|tj − tk |)δ + O
((

T δ log 1
δ

)2)
if j ̸= k ,

where

∆(t) :=
1

2
((t + 1) log(t + 1)− 2t log t + (t − 1) log(t − 1)) ,

i.e. the second order central difference of the function f (t) = 1
2 t log t.
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The appearance of the secondary term (1− γ − log 2π)δ is expected as the
variance computed by Montgomery and Soundararajan is

1

X

∫ X

1
(ψ(x + H)− ψ(x)− H)2 dx ∼ H log

X

H
− (γ + log 2π)H

for X ϵ ⩽ H ⩽ X 1−ϵ under a uniform Hardy–Littlewood prime k-tuple
conjecture.

Besides, Tsz Ho Chan derived the same expression under a
refined strong pair correlation conjecture.

Note that ∆(1) = log 2 and ∆(|tj − tk |) > 0 in general. Also, as
|tj − tk | → ∞, we have ∆(|tj − tk |) → 0+ monotonically and more
precisely, ∆(|tj − tk |) ∼ 1

2|tj−tk | , i.e. “Coulomb’s law”.

Therefore, primes in disjoint short intervals repelled each other, albeit very
weakly. Moreover, the larger the gap between the intervals, the weaker the
repulsion.
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Main results
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Statement
In view of our first proposition, we shall state our main theorems in terms of the renormalized
deviation

Ẽ (x ; δ, t) :=
(
E (x ; δ, t1)√

V1
, . . . ,

E (x ; δ, tr )√
Vr

)
,

where Vj := Covjj for j = 1, . . . , r .

Theorem

Assume RH and LI. Given a small δ > 0 and an integer 1 ⩽ r ⩽ log 1/δ
log log 1/δ . Let B ⊆ Rr be a

Borel subset. Then as δ → 0+, the total variation distance

sup
B⊆Rr :B Borel

∣∣∣Plog
x

(
Ẽ (x ; δ, t) ∈ B

)
− P(N (0, C) ∈ B)

∣∣∣≪r ,T δ

(
log

1

δ

) r
2
−1

,

where N (0, C) is an r -dimensional Gaussian random variable with mean 0 and covariance
matrix C = (cjk)1⩽j ,k⩽r and

cjk = cjk(δ, t) :=
Covjk√
VjVk

= −
∆(|tj − tk |)

log 1
δ

+ Or ,T

(
1

log2 1
δ

)

for 1 ⩽ j , k ⩽ r .
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Shanks–Rényi prime number race

In 1853, Chebyshev noted that on a fine scale there seem to be more
primes congruent to 3 than to 1 modulo 4, which is now known as the
Chebyshev’s bias. This observation led to the birth of comparative prime
number theory, which investigates the discrepancies in the distribution of
prime numbers.

A central problem is the so-called “Shanks–Rényi prime number race. Let
q ⩾ 3 and 2 ⩽ r ⩽ φ(q) be positive integers, and denote by Ar (q) the set
of ordered r -tuples (a1, . . . , ar ) of distinct residue classes that are coprime
to q. Is it true that for any (a1, . . . , ar ) ∈ Ar (q), we will have the ordering

π(x ; q, a1) > π(x ; q, a2) > · · · > π(x ; q, ar )

for infinitely many integers x?

Assuming GRH and GLI, Rubinstein and Sarnak showed that this has a
positive (logarithmic) density, denoted by δ(q; a1, . . . , ar ).
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number theory, which investigates the discrepancies in the distribution of
prime numbers.

A central problem is the so-called “Shanks–Rényi prime number race. Let
q ⩾ 3 and 2 ⩽ r ⩽ φ(q) be positive integers, and denote by Ar (q) the set
of ordered r -tuples (a1, . . . , ar ) of distinct residue classes that are coprime
to q. Is it true that for any (a1, . . . , ar ) ∈ Ar (q), we will have the ordering

π(x ; q, a1) > π(x ; q, a2) > · · · > π(x ; q, ar )

for infinitely many integers x?

Assuming GRH and GLI, Rubinstein and Sarnak showed that this has a
positive (logarithmic) density, denoted by δ(q; a1, . . . , ar ).
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Question. Do all orderings of the π(x ; q, ai )’s occur with approximately
the same (logarithmic) density, which is 1/r ! ?

For small q, this is the aforementioned Chebyshev bias. As q → ∞,
however, Rubinstein and Sarnak proved conditionally that any biases
dissolve, as long as the number of contestants r is fixed.

Question. What happens when r is sufficiently large in terms of q?

Theorem (Harper–Lamzouri, 2018; Ford–Harper–Lamzouri, 2019)

Let ϵ > 0 be small and q be sufficiently large.

(Uniformly for small r) If r ⩽ log q/(log log q)4, then uniformly for all
n-tuples (a1, . . . , ar ) ∈ Ar (q), we have δ(q; a1, . . . , ar ) ∼ 1/r ! as
q → ∞.

(Biases for large r) If r/ log q → ∞ as q → ∞, then there exists
n-tuples (a1, . . . , ar ), (b1, . . . , br ) ∈ Ar (q) for which
r ! · δ(q; a1, . . . , ar ) → 0 and r ! · δ(q; b1, . . . , br ) → ∞.
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Many intervals
To simply notation, let us denote

ρ(δ; t) := Plog
x

(
Ẽ (x ; δ, t1) > Ẽ (x ; δ, t2) > · · · > Ẽ (x ; δ, tr )

)
.

When the number of intervals r is not necessarily bounded as δ → 0+, we
have the following short-interval analog of a result by Harper–Lamzouri.

Corollary

Assume RH and LI. Given a small δ > 0 and an integer 1 ⩽ r ⩽ log 1/δ
log log 1/δ .

Then as δ → 0+, we have

ρ(δ; t) =
1

r !

(
1 + O

(
r log 2r

log 1
δ

))
,

i.e. all r -way prime number races remain asymptotically unbiased as long

as r = o
(

log 1/δ
log log 1/δ

)
.
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Sharp phase transition
When r ≍ log 1/δ

log log 1/δ , however, it turns out there exist r intervals such that
the corresponding prime number race is noticeably biased.

Corollary

Assume RH and LI. Given a small δ > 0 and an integer
log 1/δ

log log 1/δ ≪ r ⩽ log 1/δ
log log 1/δ . Then there exist an absolute constant η0 > 0

and t ∈ Rr such that as δ → 0+, we have

ρ(δ; t) ⩽ exp

(
−η0 ×

r log log 1
δ

log 1
δ

)
1

r !
.

Problem. When r ≍ log 1/δ
log log 1/δ , is it possible to generate a positive bias, i.e.

ρ(δ; t′) ⩾ exp

(
+η′0 ×

r log log 1
δ

log 1
δ

)
1

r !
?
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Informal Conclusion. Weighted prime counts in multiple short intervals
behave as if they are jointly normally distributed point charges.

Thank you for your attention!
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